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11 December 2023

Warm-up:
For which values of p does

1 2
[3 2] — Py

have an inverse?




Any system of linear equations can be represented as a matrix equation

—

Ax = b.
if AL exists, then
e d h

IS the unique solution to the system.

But what if A~! doesn’t exist?
o This could be because number of variables # number of equations.

o This could be because det(A) = 0.



The Rouche—Capelli Theorem

The system AXx = I; has at least one solution
if and only if rank(A) = rank([A b]).

Reminder: A is the “coefficient matrix”, and |A I;] is the “augmented matrix”.

If there are any solutions, the collection of all solutions has
dimension n — rank(A), where n is the number of variables.
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The matrix

N O

has determinant O (and rank 2, which we calculated last week).

What does that mean for Ax = I; ?



X 2.
dx+2y+ Tz=6

X +4
12x+7y+192=9

The coefficient and augmented matrices have different
rankes, so there are no solutions to the svs%emq



The coeff. and augmented matbrices have the same ranlk,
so the system does have at least one solution. The space
of all solutions has dimension

(# of variables) - (rank of A) =3 -2 =1,
so the sek off solubtions is a LINE in 3D space.
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How can we describe the solutions nicely when there are infinitely many?

A free variable is a variable whose value can be set to anything when
describing solutions to a system.

o If n — rank(A) = d, we have d free variables.
o We can choose which of the variables are free.



X 3 agaiin

x 4+ 2y +iare=ddt) rank(A) = 2
X +adizresd rank(Alb) = 2
12x + 7y + 19z = 13 (# of vars)-ranik(A) = 1

We kihow we have exacﬂv one free variable,
We can pick any one of x or y or =z for that variable.

Wikth x free, all solutions look Llike (x, x-9, 4-x)



Rank and debermunank

Sx+2y+ Tz=06 R deb(A) %= ©
> e ATSiri s~ 1 rank(A) = 3
12x+ 7y + 18z =9 12 7 1% | wn-rank{A) = ©

{ Sx+2y+ Tz=06

X o D B
12x+7y+ 192 =9 Sare. 7 it ( A)

sx+2y+ 1z=10 A=1]1 o 1 I -
G 12 7 19] RN = 2
12x + 7y + 19z = 13

For an n X n matrix A, det(A) = 0 if and only if rank(A) < n.




<L) hE-haind side zeros

-

What can we say about a square system Ax = 0 where the right-side
has only zeros?

Sx + 7l
2x+2y+3z=0
—8x+2y+ z=0

o (x,v,2) = (0,0,0) is a solution.

o In order to have any other solutions, the coefficient matrix must have a
determinant of O (because if not then we could solve ¥ = A~ 0 = 0).

o In that case there will be infinitely many solutions.
The set of all solutions will form a line or a plane in 3D space.



Systems of equations appear in many kinds of tasks.

They are not always in the format {—i —i -

)ycl for whigh [6 4] VAl

Task: Describe all vectors v = l P 3

; - =
Usting y as a free variable, [y] for any y.

In other words, these are all the muiﬂyt@ts of [4,1].



Llgenve ctors and

For a square matrix A, if we have
Ay =75

for some number s and some vector v # 0 then

LS evalues

o the vector v is called an of A, and
o the number s is called an eigenvalue of A.

Note that if V is an eigenvector, any scalar multiple of v will also be an
eigenvector.



Llgenve ctors and

We just saw that
OeAT 1417 y 4 |
b ST |

Using this new vocabulary, we can say that

o |4,1]is an eigenvector of [? ‘3‘]

o '/ is an eigenvalue of [? ‘3‘]

If you know an eigenvalue of a matrix, the method we already used is how you
find eigenvectors.

But how do you find eigenvalues?



Example: Find the eigenvalues of [1 2] .

2] 19] =214
[13 Zis] [;] 2 [z]

I.ﬂf de&(lj Zis) % 0 Ehewn bhis has axa&ﬁv 1 solution (which
~ill be |°). If d@.&(ls 22 ) = 0 then this has o0 solutions.

o =S

We wank

(1-5)(2-5) - (2)}3) = O©.

So the eiqgenvalues are s = =1 and s = 4,



The eigenvalues of A are the values of s for which det(A — s/) = 0.

Proof: if AV = sv and vV 6then

Av = I (sV)
AV —Isv = 0

(A — IS){; — 6 with ¥ % O
det(A — Is) = 0



The eigenvalues of A are the values of A for which det(A — Al) = 0.

In most book/websites, the Greek lowercase lambda A is used for
eigenvalues.

Determinants and eigenvalues are also related in the following way:

If A, ..., 4, are the eigenvalues of A (counted
with algebraic multiplicity™), then

det(A) = A XA, X -+ X 4.

* We will define
this in January.




For an n X n matrix A, either...

ALL of these are true:

D

o

D

A is invertible

det(A) #= 0

0 is not an eigenvalue
rank(A) = n

ALL of these are true:
@ A is non-invertible

o det(A) =0
o () is an eigenvalue
o rank(A) < n



3 10]

Task: Find the eigenvalues of A = ll 5

Solving (3 - A)& - A) - (10)2) = 0
gives A; = 41/11 and A; = 4-/11,



0 —1()]

Task: Find the eigenvalues of A = [1 Q

debt(A) = O
(R-s)(g-3s) + 10 = O
g& = 105 % 26 =0

A = (1002 - 4(1)(26)
= 100 - 104
= -4

s = (10 2+/-4)2 @

What does /=4 mean?

Next weelke: complex numbers'



